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New high-speed networks make it possible, in principle, to transfer and share

research data at tremendous speeds and scales—but have also proved

challenging to use in practice. Two new technologies now allow us to translate

this potential into reality: Science DMZ architectures provide frictionless end-

to-end network paths; and Globus APIs allow programmers tog=satammammantl

research data portals that leverage these paths for data distriby Mtreduction. Concepts, and Components SR

. . Led by: TBD
synchronization, and other useful purposes. —
We will introduce the Modern Research Data Portal and set the context

for how Globus and the ScienceDMZ combine to deliver unique data
management capabilities. This will include:

o Overview of use cases: Common patterns like data
publication/distribution, orchestration of data flows, etc.

] ]
C O l I l e tO C h I Ca g O I n Overview of the Globus platform: Architecture and brief overview of

available services

n
A rl I to I e a rn m O re ' Introduction to the Globus Auth API: Authenticating and authorizing
p n a client

Introduction to the Globus Transfer API: Make your first call and
move data with Globus

Introduction to the Python SDK for using Globus Auth and Transfer
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gb ‘| need to easily, quickly, & reliably move
portions of my data to other locations.”
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£ ‘| need to get data from a scientific
instrument to my analysis system.”

SR Advanced

Light Source
S iy .

Next Gen
Sequencer

Light Sheet Microscope 10



- "I need to easily and securely share
my data with my colleagues at other
institutions.”

R BERKELEY LAB
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gb’ “I need to publish my data so others
can find/use/validate/reproduce it.”
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Collaboration
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£ Research data management today

Index?




gb" Globus and the research data lifecycle
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Globus transfers files "‘w"w"r |
reliably, securely 4 | (4 Globus controls
= ' access to shared ’
2 files on existing o
o=r storage; no need ‘ =
. to move files to Curator reviews and
t cloud storage! 7)  approves: data set

[ Transfer }
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Collaborator logs into ( § specific)
* Only a Web browser s
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of your choice ,.
\

- Access using your 6‘1}\

campus credentials [ Discover ]

Personal Computer




&
Globus delivers..

Big data transfer, sharing,
publication, and discovery..

.directly from your own
storage systems...

...via software-as-a-service



™ Globus is SaaS

- Easy to access via Web browser

— Command line, REST interfaces for flexible
automation and integration

* New features automatically available

 Reduced IT operational costs
— Small local footprint (Globus Connect)
— Consolidated support and troubleshooting
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£ Lowering collaboration overhead

 Grant collaborators access to data on
systems without requiring local
accounts

* No need to replicate or move data to
separate system/cloud just for sharing

 Researchers manage “virtual” ACLs...
 Respect local system access controls



£ Group Management

Example: kBase

 User-managed group creation and management

* Flexible control over roles, policies, workflows, and
visibility

 Groups can be used in authorization decisions

i. Dashboard Groups ian's account Log Out

My Groups Browse Groups

Browse and join groups

Every kBase user kbase_users
added to kbase_users

View and change your account settings,
including contact information and security
credentials

ﬂ My Account

Subgroups also
created kKbase_users CBee Site

G rO U p S U S e d fO r MW Return to the main KBase website

access control

kbase_staff

kbase _microbes
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£ Globus today...

4

major services

137 PB

transferred

20 billion

files processed

31,000

registered users
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national labs
use Globus
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active endpoints

35+
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subscribers

1PB

largest single
transfer to date

~400

active daily users

99.95%

uptime

3 months

longest
continuously
managed transfer

130

federated
campus identities




New Features:
Globus Auth and HTTP



™ New features: Globus Auth

Request for Approval

Do you approve of granting the following clients access?

Globus Web Client needs to use your chard@uchicago.edu identity in order to

@ Manage identities in Globus Auth (i
@ Manage your Globus Groups (i
@ Transfer files using Globus Transfer (i

Globus Transfer needs to use your chard@uchicago.edu identity in order to
@ Manage your Globus Groups (i

@ View your identities on Globus Auth (i

By clicking “Approve”, you allow clients to use your information in the ways described above.




eatures: HTTP

Publish Groups Support Account

Transfer Files

Endpoint = demo.e.beta.globus.org
Path | /public/

E hello.txt
E janfosteripg

Label This Transfer

N
N

Transfer Settings sync - only transfe
delete files on de

preserve source f]

| verify file integrity

encrypttransfer §
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Leveraging the Globus
Platform



£ Globus Platform-as-a-Service

-y Data Publication & Discovery
O‘ P o

% globus
@ genomics

x ngnsc
= A7

[ MICHIGAN |
il Vil

B NCAR

File Sharing

Globus APIs

File Transfer & Replication

Globus Connect

i
0 Globus Toolkit ‘@NW%%}SET%?

o X
EXETER Identity, Group, and
Profile Management
$oldag
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™ APIs and Clients

* Globus Nexus (identity, profile, groups)
— API: http://globusonline.github.io/nexus-docs/api.html

— Clients:
o https://github.com/globusonline/python-nexus-client
o https://github.com/globusonline/java-nexus-client

* Globus transfer
— API: https://docs.globus.org/api/transfer/

— Clients:
o https://github.com/globusonline/transfer-api-client-python
o https://github.com/globusonline/transfer-api-client-java

* Globus publication (coming soon)
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& Developing a 3" party application

* Register client (URL and client
username/password)

* Implement an OAuth client (or reuse an
existing one)

« Store the resulting access token and
make calls to Globus APIs on behalf of

the authenticated user
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£ Globus OAuth workflow

Request access to resource

HTTP 302 Redirect

o

User authenticates and accepts client authorization request

HTTP 302 Redirect containing Au‘lh Code

Pass Auth Code to client
Validate Auth Code

Access Token

Token-authenticated re{]uest to resource

I
Response td client

--i--------‘---------i--




& Developing a 3™ party application

I )l )
@ Data Publication | Globus X \

| € c éﬁ https://publish.glob

@ OAuthSignIn | Globus X |

C' | @ https://www.globus.org/OAut s e 1 edirect_uri=https Fpublish.globus.org?

& g @ Data Publication Dashbo:

€« C' | @ https://publish.globus.org/jspui/PublishDashboard

Search )
Manage Data Publish Groups Supp

Browse & Discover | Data Publication Dashboard = Communities & Collections

Globus Da

Data Publication Dashboard

Click here to learn ho Submit a New Dataset View My Published Datasets

here.

Try a free trial of Globu

ommunities
Choose a community t © 2010-2015 Computation Institute, University of Chicago, Argonne National Laboratory legal
Materials Data Faci

Community for the
Collaboration

MICCoM Commu
©2010-2015 Com
University of Chica

Supporting research
University of Chicagq




™ Globus PaaS at NCAR

« Research Data Archive

at NCAR

* Integrate Globus for

data downloads

« Shared endpoint with
subfolder per request

» Single signh on via

streamlined account

provisioning

CISL Research Data Archive

Managed by NCAR's Data Support Section

Data for Aimospheric and Geosciences Research

Find Data  Ancillary Services ~ About/Contaci
All Datasets Recently Added/Updated Browse the RD/

Agriculture = Atmosphere = Biosphere = Climate |
Oceans = Paleoclimate = Solid Earth -~ Spectral/Er

All Reanalysis Datasets = BPRC Arctic System Reanal
ECMWEF ERA15 Reanalysis (ERA15) = ECMWF ERA40
ECMWEF Interim Reanalysis (ERA-I) =~ JMA Japanese :
JMA Japanese 55-year Reanalysis (JRA55) = NCEP CI
NCEP North American Regional Reanalysis (NARR) -

NCEP/NCAR Reanalysis Project (NNRP) -~ NOAA-CIRE

Hourly Monthly

Platform Observations




£ Branded sites

BLUE WATERS

N
NCSA

THE URIVERSITY OF

] ymputing Center ﬁ CHICAGO
- Efficiently connect your science to cycles and data

p—

Sign In
Sign In

Blue Waters has partnered with the
Globus Oniine fl transfer service.

OSG Connect offers users simple

access to distributed high throughput

‘computing resources, and reliable,
high-performance file transfer services.

You may access this service by )

entering your Biue Waters usemamme &

and password.

W oo Cyberinfrastructure Ga

sign In
Sign In

Signin

& globus online’

Sign In

NERSC

Sign In

y the BIRN cammunity t

esl
iznes Subscribe to Globus
Nows & Updates
[ —




Thank you!



